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We propose a highly flexible sequential methodology for the experimental analysis of optimization algorithms. The proposed technique employs computational statistic methods to investigate the interactions among optimization problems, algorithms, and environments. The workings of the proposed technique are illustrated on the parameterization and comparison of both a population–based and a direct search algorithm, on a well–known benchmark problem, as well as on a simplified model of a real–world problem. Experimental results are reported and conclusions are derived.

1 Introduction

Modern search heuristics have proved to be very useful for solving complex real–world optimization problems that cannot be tackled through classical optimization techniques [1]. Many of these search heuristics involve a set of parameters that affect their convergence properties. Usually, an optimal parameter setting depends on the problem, as well as on restrictions posed by the environment, such as time and hardware constraints.

We propose an approach for determining the parameters of optimization algorithms, tailored for the optimization problem at hand (we consider only minimization cases, although the technique can be straightforwardly applied to maximization problems). The proposed approach employs techniques from computational statistics and statistical experimental design. Its workings are illustrated for both a population–based and a direct search algorithm, on a well–known benchmark problem, as well as on a simplified model of a real–life application, namely the optimization of an elevator group controller, extending the approaches proposed in [2] and [3]. For this purpose, the Particle Swarm Optimization (PSO) [4], which belongs to the class of swarm intelligence algorithms, and the Nelder and Mead Simplex method (NMS) [5] have been used.

The rest of the paper is organized as follows: the considered algorithms are briefly described in Section 2. The computational statistics background is described in Section 3, while, experimental results are reported in Sections 4 and 5. The paper closes with conclusions in Section 6.

2 The Considered Algorithms

2.1 The Particle Swarm Optimization Algorithm

PSO is a swarm intelligence optimization algorithm [6]. The main inspiration behind PSO was the flocking behavior of swarms and fish schools. PSO has proved to be very efficient in numerous applications in science and engineering [4, 7–24]. PSO’s convergence is controlled by a set of parameters that are usually either determined empirically or set equal to widely used default values.
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PSO belongs to the class of stochastic, population–based optimization algorithms [4]. It exploits a population of individuals to probe the search space. In this context, the population is called a swarm and the individuals are called particles. Each particle moves with an adaptable velocity within the search space, and it retains in a memory the best position it has ever visited.

There are two main variants of PSO with respect to the information exchange scheme among the particles. In the global variant, the best position ever attained by all individuals of the swarm is communicated to all the particles at each iteration. In the local variant, each particle is assigned to a neighborhood consisting of prespecified particles. In this case, the best position ever attained by the particles that comprise a neighborhood is communicated among them [4]. Neighboring particles are determined based rather on their indices than their actual distance in the search space. Clearly, the global variant can be considered as a generalization of the local variant, where the whole swarm is considered as the neighborhood for each particle. In the current work we consider the global variant only.

Assume an $n$–dimensional search space, $S \subset \mathbb{R}^n$, and a swarm consisting of $s$ particles. The $i$–th particle is an $n$–dimensional vector,

$$x_i = (x_{i1}, x_{i2}, \ldots, x_{in})^\top \in S.$$  

The velocity of this particle is also an $n$–dimensional vector,

$$v_i = (v_{i1}, v_{i2}, \ldots, v_{in})^\top.$$  

The best previous position encountered by the $i$–th particle (i.e., its memory) in $S$ is denoted by,

$$p_i^* = (p_{i1}^*, p_{i2}^*, \ldots, p_{in}^*)^\top \in S.$$  

Assume $g$ to be the index of the particle that attained the best previous position among all the particles in the swarm, and $t$ to be the iteration counter. Then, the resulting equations for the manipulation of the swarm are [27],

$$v_i(t + 1) = wv_i(t) + c_1 r_1 (p_i^*(t) - x_i(t)) + c_2 r_2 (p_g^*(t) - x_i(t)),$$

$$x_i(t + 1) = x_i(t) + v_i(t + 1),$$

where $i = 1, 2, \ldots, s$; $w$ is a parameter called the inertia weight; $c_1$ and $c_2$ are positive constants, called the cognitive and social parameter, respectively; and $r_1$, $r_2$ are vectors with components uniformly distributed in $[0, 1]$. All vector operations are performed componentwise.

Usually, the components of $x_i$ and $v_i$ are bounded as follows,

$$x_{\text{min}} \leq x_{ij} \leq x_{\text{max}}, \quad -v_{\text{max}} \leq v_{ij} \leq v_{\text{max}}, \quad j = 1, \ldots, n,$$

where $x_{\text{min}}$ and $x_{\text{max}}$ define the bounds of the search space, and $v_{\text{max}}$ is a parameter that was introduced in early PSO versions to avoid swarm explosion that was caused by the lack of a mechanism for controlling the velocity’s magnitude. Although the inertia weight is such a mechanism, empirical results have shown that using $v_{\text{max}}$ can further enhance the algorithm’s performance.

Experimental results indicate that it is preferable to initialize the inertia weight to a large value, in order to promote global exploration of the search space, and gradually decrease it to get more refined solutions. Thus, an initial value around 1 and a gradual decline towards 0 is considered a proper choice for $w$. If a maximum number of iterations, $t_{\text{max}}$, has been determined, then the inertia weight can be scaled according to the following scheme: if $w_{\text{max}}$ is the maximum value of the inertia weight, two real–valued parameters, $w_{\text{scale}}$, $w_{\text{iterScale}} \in [0, 1]$ are determined, such that $w$ is linearly decreased from $w_{\text{max}}$ to $w_{\text{max}} w_{\text{scale}}$, over $t_{\text{max}} w_{\text{iterScale}}$ iterations. Then, for the last $t_{\text{max}} (1 - w_{\text{iterScale}})$ iterations, it has a constant value, equal to $w_{\text{max}} w_{\text{scale}}$. Table 1 summarizes the exogenous parameters of PSO. Proper fine–tuning of the parameters may result in faster convergence and alleviation of local minima [2,3,27,28].

Different PSO versions, such as PSO with constriction factor, have been proposed [29]. In the constriction factor variant, Eq. (1) reads,

$$v_i(t + 1) = \chi [v_i(t) + c_1 r_1 (p_i^*(t) - x_i(t)) + c_2 r_2 (p_g^*(t) - x_i(t))].$$  
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Table 1  Default settings of the exogenous parameters of the PSO algorithm. Similar designs have been used in [26] to optimize well–known benchmark functions.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>Range</th>
<th>Default</th>
<th>Constriction</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>swarm size</td>
<td>$\mathbb{N}$</td>
<td>40</td>
<td>40</td>
</tr>
<tr>
<td>$c_1$</td>
<td>cognitive parameter</td>
<td>$\mathbb{R}_+$</td>
<td>2</td>
<td>1.4944</td>
</tr>
<tr>
<td>$c_2$</td>
<td>social parameter</td>
<td>$\mathbb{R}_+$</td>
<td>2</td>
<td>1.4944</td>
</tr>
<tr>
<td>$w_{\text{max}}$</td>
<td>starting value of the inertia weight $w$</td>
<td>$\mathbb{R}_+$</td>
<td>0.9</td>
<td>0.729</td>
</tr>
<tr>
<td>$w_{\text{scale}}$</td>
<td>final value of $w$ in percentage of $w_{\text{max}}$</td>
<td>$\mathbb{R}_+$</td>
<td>0.4</td>
<td>1.0</td>
</tr>
<tr>
<td>$w_{\text{iterScale}}$</td>
<td>percentage of iterations, for which $w_{\text{max}}$ is reduced</td>
<td>$\mathbb{R}_+$</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$v_{\text{max}}$</td>
<td>maximum value of the step size (velocity)</td>
<td>$\mathbb{R}_+$</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 2  Default settings of the exogenous parameters of PSO with constriction factor. Recommendations from [29].

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>Range</th>
<th>Default Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>s</td>
<td>swarm size</td>
<td>$\mathbb{N}$</td>
<td>40</td>
</tr>
<tr>
<td>$\chi$</td>
<td>constriction coefficient</td>
<td>$\mathbb{R}_+$</td>
<td>0.729</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>multiplier for random numbers</td>
<td>$\mathbb{R}_+$</td>
<td>4.1</td>
</tr>
<tr>
<td>$v_{\text{max}}$</td>
<td>maximum value of the step size (velocity)</td>
<td>$\mathbb{R}_+$</td>
<td>100</td>
</tr>
</tbody>
</table>

where $\chi$ is the conduction factor [30], and it is derived analytically through the formula [29],

$$\chi = \frac{2\kappa}{|2 - \varphi - \sqrt{\varphi^2 - 4\varphi}|},$$

(4)

for $\varphi > 4$, where $\varphi = c_1 + c_2$, and $\kappa = 1$. Different configurations of $\chi$, as well as a thorough theoretical analysis of the derivation of Eq. (4), can be found in [29]. Equations (1) and (3) are algebraically equivalent.

In our experiments, the so–called “canonical PSO” variant proposed in [30], which is the constriction variant defined by Eq. (3) with $c_1 = c_2$, has been used. The corresponding parameter setting for the constrictor factor variant of PSO is reported in the last column (denoted as “Constriction”) of Table 1, where $\chi$ is reported in terms of its equivalent inertia weight notation, for uniformity reason.

PSO is a stochastic algorithm, and, therefore, random number generators are used. An optimization practitioner is interested in robust solutions, i.e., solutions independent from the seeds of the random number generators. The proposed statistical methodology provides guidelines to design robust PSO algorithms under restrictions, such as a limited number of function evaluations and processing units. These restrictions can be modeled by considering the performance of the algorithm in terms of the (expected) best function value for a limited number of fitness function evaluations. A discussion on problems from different classes, including real–world optimization problems, is provided in [25].

2.2 The Nelder–Mead Simplex Algorithm

The Nelder–Mead Simplex (NMS) algorithm was developed by Nelder and Mead in 1965 [5]. It was motivated by the observation that $(n+1)$ points are adequate to identify a downhill direction in an $n$–dimensional landscape. However, $(n+1)$ points define also a non-degenerate simplex in $\mathbb{R}^n$. Thus, it seemed a good idea to exploit a simplex for probing the search space, using only function values [31].

Nelder and Mead incorporated a set of moves that enhance the algorithm’s performance, namely reflection, expansion, contraction, and shrinkage. A new point is generated at each iteration. Its function value is compared to the function values of the vertices of the simplex. One of the vertices is replaced by the new point. Reflection reflects a vertex of the simplex through the centroid of the opposite face. Expansion allows the algorithm to take a longer step from the reflection point (centroid) towards the reflected vertex, while contraction halves the length of the step, thereby resulting in a more conservative search. Finally, shrinkage reduces the length of all edges that are adjacent to the best vertex, i.e., the vertex with the smallest function value. Thus, there are 4 parameters to be specified, namely the coefficients of reflection, $\rho$, expansion, $\chi$, contraction, $\gamma$, and shrinkage, $\sigma$. Default settings of these parameters are reported later in Table 8. NMS is considered a quite robust but relatively slow algorithm [32]. However, it works reasonably well for non–differentiable functions.
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3 Computational Statistics

The term “computational statistics” subsumes computationally intensive methods [33]. Statistical methods, such as experimental design techniques and regression analysis can be used to analyze the experimental setting of algorithms on specific test problems. One important goal in the analysis of search algorithms is to find variables that have a significant influence on the algorithm’s performance, which can be quantitatively defined as the average obtained function value in a number (e.g. 50) of independent experiments. This measure was also used in [26]. Questions like “how does a variation of the swarm size influence the algorithm’s performance?” or “are there any interactions between swarm size and and the value of the inertia weight?” are important research questions that provide an understanding of the fundamental principles of stochastic search algorithms such as PSO.

The approach presented here combines classical techniques from statistical design of experiments (DOE), classification and regression trees (CART), and modern design and analysis of computer experiments (DACE) techniques. Thorough descriptions of these methodologies can be found in [34–36]. In [37], a comparison of DOE, CART and DACE for direct search algorithms, is provided.

3.1 Design and Analysis of Computer Experiments (DACE)

Let \( d \) denote a set of vectors with specific settings of an algorithm. This is called the algorithm design. In the case of PSO, \( a_d \) can include parameters such as swarm size, the values of \( c_1 \) and \( c_2 \), etc. Note that a design can consist of one vector only. The optimal design is denoted as \( a_d^* \). The problem design, \( p_d \), provides information related to the optimization problem, such as the available resources (number of function evaluations), the problem’s dimension, etc. The run of a stochastic search algorithm can be treated as an experiment with a stochastic output, \( Y(a_d, p_d) \). One of our goals is to find an algorithm design, \( a_d^* \), that optimizes the output (function value). Since DACE was introduced for deterministic computer experiments, repeated runs are necessary to apply this technique to stochastic search algorithms.

In the following, the specification of the DACE process model that will be used later to analyze our experiments is described. This specification is similar to the selection of a linear or quadratic regression model in classical regression.

DACE provides methods to predict unknown values of a stochastic process and it can be applied to interpolate observations from computationally expensive simulations. In the DACE stochastic process model, a deterministic function is evaluated at \( m \) design points. The stochastic process model proposed in [38] expresses the deterministic response, \( y(x) \), for a \( d \)-dimensional input, \( x \), as a realization of a regression model, \( F \), and a stochastic process, \( Z \),

\[
Y(x) = F(\beta, x) + Z(x).
\]

The model used in classical regression, \( Y = \beta X + \varepsilon \), is a special case of Eq. (5). The stochastic process \( Z(\cdot) \) is assumed to have zero mean and covariance equal to \( V(\omega, x) = \sigma^2 R(\theta, \omega, x) \), between \( Z(\omega) \) and \( Z(x) \), with process variance \( \sigma^2 \) and correlation model \( R(\theta, \omega, x) \). Following the analysis in [38], we use \( \rho \) functions, \( f_j : \mathbb{R}^d \to \mathbb{R}, \ j = 1, \ldots, \rho \), to define the regression model,

\[
F(\beta, x) = \sum_{j=1}^{\rho} \beta_j f_j(x) = \langle f(x), \beta \rangle,
\]

where, \( f(x) = (f_1(x), \ldots, f_\rho(x))^\top \), \( \beta = (\beta_1, \ldots, \beta_\rho)^\top \), and \( \langle \cdot, \cdot \rangle \) denotes the inner product of the vectors. DACE also provides an estimation of the prediction error of an untried point, or the mean squared error, \( MSE(x) \), of the predictor. Correlations of the form,

\[
R(\theta, \omega, x) = \prod_{j=1}^{d} R_j(\theta, \omega_j - x_j),
\]

are considered in our experiments. The correlation function should be chosen with respect to the underlying process [39]. In [40], seven different models are discussed. The Gaussian correlation function,

\[
R_j(\theta, h_j) = \exp\left(-\theta_j h_j^2\right),
\]
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Table 3  Sequential approach. This approach combines methods from computational statistics and exploratory data analysis to improve (tune) the performance of direct search algorithms.

<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S-1)</td>
<td>Pre–experimental planning</td>
</tr>
<tr>
<td>(S-2)</td>
<td>Scientific hypothesis</td>
</tr>
<tr>
<td>(S-3)</td>
<td>Statistical hypothesis</td>
</tr>
<tr>
<td>(S-4)</td>
<td>Specification</td>
</tr>
<tr>
<td></td>
<td>(a) optimization problem,</td>
</tr>
<tr>
<td></td>
<td>(b) constraints,</td>
</tr>
<tr>
<td></td>
<td>(c) initialization method,</td>
</tr>
<tr>
<td></td>
<td>(d) termination method,</td>
</tr>
<tr>
<td></td>
<td>(e) algorithm (important factors),</td>
</tr>
<tr>
<td></td>
<td>(f) initial experimental design,</td>
</tr>
<tr>
<td></td>
<td>(g) performance measure</td>
</tr>
<tr>
<td>(S-5)</td>
<td>Experimentation</td>
</tr>
<tr>
<td>(S-6)</td>
<td>Statistical modeling of data and prediction</td>
</tr>
<tr>
<td>(S-7)</td>
<td>Evaluation and visualization</td>
</tr>
<tr>
<td>(S-8)</td>
<td>Optimization</td>
</tr>
</tbody>
</table>
| (S-9) | Termination: If the obtained solution is good enough, or the maximum number of iterations has been reached, go to step (S-11)
|       | (S-10) Design update and go to step (S-5) |
|       | (S-11) Rejection/acceptance of the statistical hypothesis |
|       | (S-12) Objective interpretation of the results from step (S-11) |

has been used in our experiments, with \( h_j = \omega_j - x_j \), and \( \theta_j > 0 \).

3.2 Sequential Designs Based on DACE

Prior to the execution of experiments with an algorithm, the experimenter has to specify suitable parameter settings for the algorithm, i.e., an algorithm design, \( a_d \). Often, designs that use sequential sampling are more efficient than designs with fixed sample sizes. First, an initial design, \( a_d^{(0)} \), is specified. Information obtained in the first runs can be used for the determination of the second design, \( a_d^{(1)} \), in order to choose new design points more efficiently.

Sequential sampling approaches with adaptation have been proposed for DACE. For example, in [38], sequential sampling approaches with and without adaptation were classified to the existing meta–model. We will present a sequential approach that is based on the expected improvement. In [36, p. 178], a heuristic algorithm for unconstrained global minimization problems is presented, and, if \( y_{\text{min}}^k \) denotes the smallest known minimum value after \( k \) runs of the algorithm, \( y(x) \) is the algorithm’s response (realization of \( Y(x) \) in Eq. (5)), and \( x \in a_d \), i.e., \( x \) represents a specific design point from the algorithm design, \( a_d \), then, the improvement is defined as,

\[
\text{Improvement at } x = \begin{cases} 
  y_{\text{min}}^k - y(x), & y_{\text{min}}^k - y(x) > 0, \\
  0, & y_{\text{min}}^k - y(x) \leq 0.
\end{cases}
\]

The discussion in [36, p. 178] leads to the conclusion that new design points are attractive “if either there is a high probability that their predicted output is below the current observed minimum and/or there is a large uncertainty in the predicted output”. This result comes in line with the experimenters’ intention to avoid sites that guarantee worse results.

The sequential approach consists of the twelve steps that are reported in Table 3. During the pre–experimental planning phase (S-1) the experimenter defines exactly what is to be studied and how the data are to be collected. The recognition and statement of the problem seems to be a rather obvious task. However, in practice, it is not simple to formulate a generally accepted goal. Discovery, confirmation, and robustness are only three possible scientific goals of an experiment. Discovery asks what happens if new operators are implemented. Confirmation
analyzes how the algorithm behaves on different problems, and robustness asks for conditions that decrease the algorithm’s performance.

Statistical methods like run–length distributions (RLD) provide suitable means to measure the performance and describe the qualitative behavior of optimization algorithms. A plot of an RLD is depicted for our experiments in Fig. 6. The algorithm to be analyzed is run $k$ times, with different random number generator seeds, on a given problem instance. The maximum number of function evaluations, $t_{\text{max}}$, is set to a relatively high value. For each successful run, the number of required function evaluations, $t_{\text{run}}$, is recorded. If the run fails, $t_{\text{run}}$ is set to infinity.

The empirical cumulative distribution function (CDF) is the cumulative distribution function that represents these results. Let $t_{\text{run}}(j)$ be the run–length for the $j$–th successful run. Then, the empirical CDF is defined as [41],

$$\Pr( t_{\text{run}}(j) \leq t) = \frac{\# \{ j \mid t_{\text{run}}(j) \leq t \} }{k},$$

(8)

where $\{ \# j \mid t_{\text{run}}(j) \leq t \}$ denotes the number of indices $j$, such that $t_{\text{run}}(j) \leq t$. In step (S-2), the experimental goal should be formulated as a scientific hypothesis, e.g. “does an employed scheme $A$ improve the algorithm’s performance?”.

A statistical hypothesis, such as “there is no difference in means comparing the performance of the two competing schemes”, is formulated in the step (S-3) that follows. Step (S-4) requires at least the specification of,

(a) an optimization problem,
(b) constraints (for example the maximum number of function evaluations),
(c) an initialization method,
(d) a termination method,
(e) an algorithm, and the specification of its important factors,
(f) an initial experimental design, and,
(g) a measure to judge the performance.

Regarding (c), several methods have been used for the initialization of the population in population–based algorithms, or the determination of an initial point, $x^{(0)}$, in algorithms that use a single search point. More specifically, individuals that comprise a population can be initialized,

(I-1) deterministically with equal starting points, i.e., the same point, $x^{(0)}$, is assigned to every individual.

The starting point is specified by the experimenter,

(I-2) deterministically, but with different starting points, $x^{(0)}$, for each repeat run. The corresponding points $x^{(0)}$ are selected from an $n$–dimensional interval, $[x_l, x_u]^n$, where $x_l$ and $x_u$ specify lower and the upper bounds, respectively.

Stochastic variants of (I-1) and (I-2) are denoted as (I-3) and (I-4), respectively. Nowadays, (I-4) is commonly used in evolutionary computation, whereas (I-1) is widely used for global optimization. For example, an asymmetric initialization scheme was used in [26], where the initial positions of the particles, $x_i(0)$, $i = 1, \ldots, s$, were chosen uniformly distributed in the range $[15, 30]^n$. Initialization method (I-2) was proposed in [42].

An algorithm terminates if,

(1) the problem was solved. Domain convergence (T-1), and function value convergence (T-2) can be distinguished,

(2) the algorithm has stalled (T-3),

(3) the resources, e.g. the maximum number of function evaluations, $t_{\text{max}}$, are exhausted (T-4).

The corresponding problem design, $p_d$, that summarizes the information from (a) to (d) for our experiments with PSO is reported in Table 4 (a description of the S–ring model is postponed until the presentation of the experimental results), while the algorithm design, $a_d$, is reported in Table 5 and summarizes steps (e) and (f). An experimental design, $e_d$, consists of both a problem and an algorithm design. The experimental goal of the sequential approach presented here can be characterized as the determination of an optimal (or improved)
and their interactions on the predictors. The order interactions [38, pp. 417]. Additional graphical methods can be used to visualize the effects of factors by decomposing the response into an average, main effects for each input, two–input interactions and higher–based on ANOV A–type decompositions are described. The computation of sensitivity indices can be performed based methods that are used in sensitivity analysis are analyzed, while, in [36, pp. 193] sensitivity analyses can be used to ascertain how much a statistical model depends on its factors. In [44–47], variance–well as standardized cross–validation residuals versus cross–validation predictions can be plotted. Sensitivity to assess the validity of the model have been proposed. Cross–validation predictions versus actual values, as of the predictor can guide the choice of more suitable (narrower) ranges in the next stage. Several techniques outliers. If the initial ranges for the designs were chosen improperly (e.g., very wide initial ranges), visualization methods from exploratory data analysis are often helpful. Histograms and scatter plots can be used to detect and a predictor is obtained for each response.

The model is evaluated in step (S-7). Several visualization techniques can be applied. Simple graphical methods from exploratory data analysis are often helpful. Histograms and scatter plots can be used to detect outliers. If the initial ranges for the designs were chosen improperly (e.g., very wide initial ranges), visualization of the predictor can guide the choice of more suitable (narrower) ranges in the next stage. Several techniques to assess the validity of the model have been proposed. Cross–validation predictions versus actual values, as well as standardized cross–validation residuals versus cross–validation predictions can be plotted. Sensitivity analysis can be used to ascertain how much a statistical model depends on its factors. In [44–47], variance–based methods that are used in sensitivity analysis are analyzed, while, in [36, pp. 193] sensitivity analyses based on ANOVA–type decompositions are described. The computation of sensitivity indices can be performed by decomposing the response into an average, main effects for each input, two–input interactions and higher–order interactions [38, pp. 417]. Additional graphical methods can be used to visualize the effects of factors and their interactions on the predictors. The 3–dimensional visualizations depicted in Fig. 2, produced with the DACE toolbox [48], have proved to be very useful. The predicted values can be plotted to support the numerical analysis, and the MSE of prediction is used to asses the accuracy of the prediction. We explicitly note here, that statistical models can provide only guidelines for further experiments, and they do not prove that a factor has a particular effect.

Chapter 3
1

Table 4 Problem design, \( p_d \), for the PSO runs. The experiment’s number, the number of runs, \( k \), the maximum number of function evaluations, \( t_{\text{max}} \), the problem’s dimension, \( n \), the initialization method, the termination criterion, the lower, \( x_l \), and upper, \( x_u \), bounds for the initialization, as well as the optimization problem are reported.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>( N )</th>
<th>( t_{\text{max}} )</th>
<th>( n )</th>
<th>Init.</th>
<th>Term.</th>
<th>( x_l )</th>
<th>( x_u )</th>
<th>Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>00001</td>
<td>50</td>
<td>2500</td>
<td>10</td>
<td>(I-4)</td>
<td>(T-4)</td>
<td>15</td>
<td>30</td>
<td>Rosenbrock (F2)</td>
</tr>
<tr>
<td>00002</td>
<td>50</td>
<td>1000</td>
<td>12</td>
<td>(I-3)</td>
<td>(T-4)</td>
<td>-10</td>
<td>10</td>
<td>S–ring</td>
</tr>
</tbody>
</table>

Table 5 Algorithm design, \( a_d \), for the inertia weight PSO variant that corresponds to the experiment 00001 of Table 4, which optimizes the 10–dimensional Rosenbrock function. \( a_d^{(l)} \) and \( a_d^{(u)} \) denote the lower and upper bounds to generate the LHD, respectively, and \( a_d^* \) denotes the parameter settings of the improved design that was found by the sequential approach.

<table>
<thead>
<tr>
<th>( a_d^{(l)} )</th>
<th>( s )</th>
<th>( c_1 )</th>
<th>( c_2 )</th>
<th>( u_{\text{max}} )</th>
<th>( u_{\text{scale}} )</th>
<th>( u_{\text{iterScale}} )</th>
<th>( v_{\text{max}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_d^{(l)} )</td>
<td>5</td>
<td>1.0</td>
<td>1.0</td>
<td>0.7</td>
<td>0.2</td>
<td>0.5</td>
<td>10</td>
</tr>
<tr>
<td>( a_d^{(u)} )</td>
<td>100</td>
<td>2.5</td>
<td>2.5</td>
<td>0.99</td>
<td>0.5</td>
<td>1</td>
<td>750</td>
</tr>
<tr>
<td>( a_d^* )</td>
<td>21</td>
<td>2.25413</td>
<td>1.74587</td>
<td>0.788797</td>
<td>0.282645</td>
<td>0.937293</td>
<td>11.0496</td>
</tr>
</tbody>
</table>

algorithm design, \( a_d^* \), for a given problem design, \( p_d \). Measures to judge the performance are presented in the next sections (Table 7).

The constriction factor variant of PSO requires the determination of four exogenous strategy parameters, namely the swarm size, \( s \), constriction factor, \( \chi \), parameter \( \varphi = c_1 + c_2 \), and the maximum velocity, \( v_{\text{max}} \). At each stage, Latin Hypercube Designs (LHD) are used. In [43] it is reported that experience with the stochastic process model had indicated that 10 times the expected number of important factors is often adequate number of runs for the initial LHD. Thus, an LHD with at least \( m = 15 \) design points was chosen. This is the minimum number of design points to fit a DACE model that consists of a second order polynomial regression model and a Gaussian correlation function. The former requires \( 1 + \sum_{i=1}^{d} i = 11 \) design points, while the latter requires 4 design points. Note that for \( m = 15 \) there are no degrees of freedom left to estimate the mean squared error of the predictor [36].

After that, the experiment is run (S-5). Preliminary (pilot) runs can give a rough estimate of the experimental error, run times, and the consistency of the experimental design. Again, RLDs can be very useful. Since we consider probabilistic search algorithms in our investigation, functions may be evaluated several times, as discussed in [36]. The experimental results provide the base for modeling and prediction in step (S-6). The model is fitted and a predictor is obtained for each response.

The model is evaluated in step (S-7). Several visualization techniques can be applied. Simple graphical methods from exploratory data analysis are often helpful. Histograms and scatter plots can be used to detect outliers. If the initial ranges for the designs were chosen improperly (e.g., very wide initial ranges), visualization of the predictor can guide the choice of more suitable (narrower) ranges in the next stage. Several techniques to assess the validity of the model have been proposed. Cross–validation predictions versus actual values, as well as standardized cross–validation residuals versus cross–validation predictions can be plotted. Sensitivity analysis can be used to ascertain how much a statistical model depends on its factors. In [44–47], variance–based methods that are used in sensitivity analysis are analyzed, while, in [36, pp. 193] sensitivity analyses based on ANOVA–type decompositions are described. The computation of sensitivity indices can be performed by decomposing the response into an average, main effects for each input, two–input interactions and higher–order interactions [38, pp. 417]. Additional graphical methods can be used to visualize the effects of factors and their interactions on the predictors. The 3–dimensional visualizations depicted in Fig. 2, produced with the DACE toolbox [48], have proved to be very useful. The predicted values can be plotted to support the numerical analysis, and the MSE of prediction is used to asses the accuracy of the prediction. We explicitly note here, that statistical models can provide only guidelines for further experiments, and they do not prove that a factor has a particular effect.

If the predicted values are not accurate, the experimental setup has to be reconsidered. This comprehends especially the specification of the scientific goal and the ranges of the design variables. Otherwise, new design
points in promising subregions of the search space can be determined (S-8) if further experiments are necessary. Thus, a termination criterion has to be tested (S-9). If it is not fulfilled, based on the expected improvement defined by Eq. (7), new candidate design points can be generated (S-10). A new design point is selected if there is a high probability that the predicted output is below the current observed minimum and/or there is a large uncertainty in the predicted output. Otherwise, if the termination criterion is true, and the obtained solution is good enough, the final statistical evaluation (S-11) that summarizes the results is performed. A comparison between the first and the improved configuration should be performed. Techniques from exploratory data analysis can complement the analysis at this stage. Besides an investigation of the numerical values, such as mean, median, minimum, maximum, and standard deviation, graphical presentations such as boxplots, histograms, and RLDs can be used to support the final statistical decision (e.g. see Fig. 4).

Finally, we have to decide whether the result is scientifically important (S-12), since the difference, although statistically significant, can be scientifically meaningless. Here comes the experimenter’s skill into operation. The experimental setup should be reconsidered at this stage and questions like “have suitable test functions or performance measures been chosen?” or “did floor or ceiling effects occur?” must be answered. Test problems that are too easy may cause such ceiling effects. If two algorithms, A and B, achieve their maximum level of performance (or close to it), then the hypothesis “performance of A is better than performance of B” should not be confirmed [49]. Floor effects describe the same phenomenon on the opposite site of the performance scale, i.e., the test problem is so hard that nearly no algorithm can solve it correctly. Such effects can occur when the number of function evaluations is chosen very small. For example, in the Rosenbrock function, a starting point, $x_i^{(0)} = (10^6, 10^6)^T$, and a budget of only 10 function evaluations can cause such effects. Performance profiles can help the experimenter to decide whether ceiling effects have occurred.

4 Experimental Results

Initially, we investigated a simple and well–known test function [26] to gain an intuition regarding the workings of the proposed technique. In the next step of our analysis, the S–ring model was considered. We provide a demonstration of the sequential approach by conducting a brief investigation for the Rosenbrock function, using the two variants of PSO as well as the NMS algorithm. Experimental results of evolutionary algorithms presented in empirical studies are sometimes based on a huge number of fitness function evaluations (larger than $10^5$), even for simple test functions. Our goal is to demonstrate how statistical design methods, e.g. DACE, can reduce this number significantly. The proposed approach is thoroughly analyzed for the case of the inertia weight variant of PSO.

4.1 Optimizing the inertia weight variant of PSO

This example describes in detail how to tune the exogenous parameters of PSO, and it extends the approach presented in [28]. Experimental results presented in [26] have been chosen as a starting point for our analysis.

(S-1) Pre–experimental planning: Pre–experimental tests to explore the optimization potential supported the assumption that tuning might improve the algorithm’s performance. RLD revealed that there exists a configuration that was able to complete the run successfully using less than 8000 iteration, for nearly 80% of the cases. This was less than half the number of function evaluations used in the reference study, justifying the usefulness of the analysis.

(S-2) Scientific hypothesis: There exists a parameterization, $a^*_d$, of PSO that improves its efficiency significantly.

(S-3) Statistical hypothesis: PSO with the parameterization $a^*_d$ outperforms PSO with the default parameterization, $a_d^{(0)}$, which is used in [26].

(S-4) Specification: Results from the Sphere function that was investigated in [26], were not very meaningful. Therefore, the generalized Rosenbrock function was chosen for our comparisons. This test problem is, generally, defined as,

$$f(x) = \sum_{i=1}^{n-1} \left(100(x_{i+1} - x_i^2)^2 + (1 - x_i)^2\right), \quad (9)$$
Table 6 Inertia weight PSO optimizing the 10–dimensional Rosenbrock function. Each row represents the best algorithm design at the corresponding tuning stage. Note, that function values (reported in the first column) can worsen (increase) although the design is improved. This happens due to the noise in the results, $y$. The probability that a seemingly good function value that is in fact worse, might occur, decreases during the sequential procedure, because the number of re–evaluations is increased. The number of repeats is doubled if a configuration performs best twice. The corresponding configurations are marked with an asterisk.

<table>
<thead>
<tr>
<th>$y$</th>
<th>$s$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$w_{max}$</th>
<th>$w_{Scale}$</th>
<th>$w_{IterScale}$</th>
<th>$u_{max}$</th>
<th>Config</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.61557</td>
<td>26</td>
<td>1.45747</td>
<td>1.98825</td>
<td>0.712714</td>
<td>0.481718</td>
<td>0.683856</td>
<td>477.874</td>
<td>14</td>
</tr>
<tr>
<td>18.0596</td>
<td>39</td>
<td>1.30243</td>
<td>1.84294</td>
<td>0.871251</td>
<td>0.273433</td>
<td>0.830638</td>
<td>289.922</td>
<td>19</td>
</tr>
<tr>
<td>71.4024</td>
<td>26</td>
<td>1.45747</td>
<td>1.98825</td>
<td>0.712714</td>
<td>0.481718</td>
<td>0.683856</td>
<td>477.874</td>
<td>14*</td>
</tr>
<tr>
<td>78.0477</td>
<td>30</td>
<td>2.21960</td>
<td>1.26311</td>
<td>0.944276</td>
<td>0.289710</td>
<td>0.893788</td>
<td>237.343</td>
<td>3</td>
</tr>
<tr>
<td>75.6154</td>
<td>30</td>
<td>2.21960</td>
<td>1.26311</td>
<td>0.944276</td>
<td>0.289710</td>
<td>0.893788</td>
<td>237.343</td>
<td>3*</td>
</tr>
<tr>
<td>91.0935</td>
<td>18</td>
<td>1.84229</td>
<td>1.69903</td>
<td>0.958500</td>
<td>0.256979</td>
<td>0.849372</td>
<td>95.1392</td>
<td>35</td>
</tr>
<tr>
<td>91.5438</td>
<td>21</td>
<td>1.05527</td>
<td>1.25077</td>
<td>0.937259</td>
<td>0.498268</td>
<td>0.592607</td>
<td>681.092</td>
<td>43</td>
</tr>
<tr>
<td>93.7541</td>
<td>11</td>
<td>1.58098</td>
<td>2.41902</td>
<td>0.728502</td>
<td>0.469607</td>
<td>0.545451</td>
<td>98.9274</td>
<td>52</td>
</tr>
<tr>
<td>93.9967</td>
<td>93</td>
<td>1.71206</td>
<td>1.02081</td>
<td>0.966302</td>
<td>0.378612</td>
<td>0.972556</td>
<td>11.7651</td>
<td>20</td>
</tr>
<tr>
<td>99.4085</td>
<td>39</td>
<td>1.30243</td>
<td>1.84294</td>
<td>0.871251</td>
<td>0.273433</td>
<td>0.830638</td>
<td>289.922</td>
<td>19*</td>
</tr>
<tr>
<td>117.595</td>
<td>11</td>
<td>1.13995</td>
<td>2.31611</td>
<td>0.785223</td>
<td>0.236658</td>
<td>0.962161</td>
<td>56.9096</td>
<td>57</td>
</tr>
<tr>
<td>146.047</td>
<td>12</td>
<td>1.51468</td>
<td>2.48532</td>
<td>0.876156</td>
<td>0.392995</td>
<td>0.991074</td>
<td>261.561</td>
<td>1</td>
</tr>
<tr>
<td>147.410</td>
<td>22</td>
<td>1.72657</td>
<td>2.27343</td>
<td>0.710925</td>
<td>0.235521</td>
<td>0.574491</td>
<td>50.5121</td>
<td>54</td>
</tr>
<tr>
<td>98.3663</td>
<td>22</td>
<td>1.72657</td>
<td>2.27343</td>
<td>0.710925</td>
<td>0.235521</td>
<td>0.574491</td>
<td>50.5121</td>
<td>54*</td>
</tr>
<tr>
<td>41.3997</td>
<td>21</td>
<td>2.25413</td>
<td>1.74587</td>
<td>0.788797</td>
<td>0.282645</td>
<td>0.937293</td>
<td>11.0496</td>
<td>67*</td>
</tr>
<tr>
<td>43.2249</td>
<td>21</td>
<td>2.25413</td>
<td>1.74587</td>
<td>0.788797</td>
<td>0.282645</td>
<td>0.937293</td>
<td>11.0496</td>
<td>67*</td>
</tr>
<tr>
<td>53.3545</td>
<td>21</td>
<td>2.25413</td>
<td>1.74587</td>
<td>0.788797</td>
<td>0.282645</td>
<td>0.937293</td>
<td>11.0496</td>
<td>67*</td>
</tr>
</tbody>
</table>

where $n$ is the problem’s dimension. Its global minimizer is $x^* = (1, 1)^T$, with function value $f^* = 0$, and $x^{(0)} = (-1.2, 1)^T$ is considered a good starting point [50]. We considered the 10–dimensional case the function.

Following the experimental design in [26], we recorded the mean fitness value of the best particle of the swarm at each one of the 50 runs. This value is denoted as $\tilde{f}^{(50)}$. For the generation of RLD plots, a threshold value to distinguish successful from unsuccessful runs was specified. A run configuration was classified as successful, if $\tilde{f}^{(50)} < \tilde{f}^{(Sha)}$, where $\tilde{f}^{(Sha)} = 96.1715$ is the value reported in [26]. The initial problem design, which consists of the objective function, its dimension, the maximum number of function evaluations, the initialization method and the termination criterion was reported in Table 4.

The corresponding setting for the algorithm design is reported in Table 5. An algorithm design that covers a wide range of interesting parameter settings (region of interest) was chosen, and no problem–specific knowledge for the Rosenbrock function was used to perform the experiments, expecting that the sequential approach will guide the search into successful regions.

(S–5) Experimentation: Table 6 presents the optimization process. Each line in Table 6 corresponds to one optimization step in the sequential approach. At each step, two new designs are generated and the best is re–evaluated. This is similar to the selection procedure in (1 + 2)–Evolution Strategies [51]. The number of repeat runs, $k$, of the algorithm designs is increased (doubled), if a design has performed best twice or more. A starting value of $k = 2$ was chosen. For example, design 14 performs best at iteration 1 and iteration 3. It has been evaluated 4 times, therefore the number of evaluations is set to 4 for every newly generated design. This provides a fair comparison and reduces the risk of incorrectly selecting a worse design.

(S–6) Statistical modeling and prediction: Following [36], the response is modeled as a realization of a regression model and a random process as described in Eq. (5). A Gaussian correlation function as defined in
Eq. (6), and a regression model with polynomial of order 2, have been used. Hence, the model reads,

\[ Y(x) = \sum_{j=1}^{p} \beta_j f_j(x) + Z(x), \]  

where \( Z(\cdot) \) is a random process with mean zero and covariance \( V(\omega, x) = \sigma^2 R(\theta, \omega, x) \), and the correlation function was chosen as,

\[ R(\theta, \omega, z) = \prod_{j=1}^{n} \exp \left( -\theta_j (\omega_j - x_j)^2 \right). \]  

Additionally, at certain stages, a tree–based regression model, as shown in Fig. 1, was constructed to determine parameter settings that produce outliers.

Evaluation, visualization: The MSE and the predicted values can be plotted to support the numerical analysis (we produced all 3–dimensional visualizations with the DACE toolbox [48]). For example, the interaction between \( c_1 \) and \( c_2 \) is shown in Fig. 2. Values of \( c_1 \) and \( c_2 \) with \( c_1 + c_2 > 4 \) generated outliers that might disturb the analysis. To alleviate these outliers, a design correction method has been implemented, namely \( c_1 = c_2 - 4 \), if, \( c_1 + c_2 > 4 \). The right part of Fig. 2 illustrates the estimated MSE. Since no design point has been placed in the ranges \( 1 < c_1 < 1.25 \) and \( 2.25 < c_2 < 2.5 \), the MSE is relatively high. This might be an interesting region where a new design point will be placed during the next iteration. Figure 3 depicts the same situation as Fig. 2 after the determination of the design correction. In this case, a high MSE is associated with the region \( c_1 + c_2 > 4 \), but no design point will be placed there.

Optimization: Termination or design update. Based on the expected improvement defined in Eq. (7), two new design points, \( a^{(1)}_d \) and, \( a^{(2)}_d \), have been generated. These two designs will be evaluated and their performances will be compared to the performance of the current best design. The best design found so far is re–evaluated. The iteration terminates, if a design was evaluated for \( k = 50 \) times and the solution is obtained. The values in the final model read, \( s = 21, c_1 = 2.25413, c_2 = 1.74587, w_{\text{max}} = 0.788797, w_{\text{scale}} = 0.282645, w_{\text{iterScale}} = 0.937293, \) and \( v_{\text{max}} = 11.0496 \). This result is shown in the last row of Table 6.
As can be seen in the left figure, $c_1 + c_2 > 4$ produce outliers that complicate the analysis. The plots present the same data as the regression tree in Fig. 1.

The design correction avoids settings with $c_1 + c_2 > 4$ that produce outliers (left). Therefore, a high mean squared error exists in the excluded region (right).

(S-11) **Rejection/acceptance:** Finally, we compare the configuration from [26] to the optimized configuration. The final (tuned) and the first configurations are repeated 50 times. Histograms and boxplots are illustrated in Fig. 4 for both variants of PSO. The tuned design of the inertia weight PSO variant clearly improves its performance of the PSO algorithm. Statistical analysis is reported in Table 7. Performing a classical t-test indicates that the null hypothesis “there is no difference in the mean performances of the two algorithms” can be rejected at the 5% level.

(S-12) **Objective interpretation:** The statistical results from (S-11) give good reasons for the assumption that PSO with the tuned design performs better (on average) than the default design. Comparing the parameters of the improved design, $a^*_i$, reported in Table 5, with the default settings of PSO, no significant differences can be observed. Only $v_{\text{max}}$, the maximum value of the velocity, appears to be relatively small. A swarm size of 20 particles appears to be a good value for this problem instance.

The analysis and the tuning procedure described so far have been based solely on the average function value in 50 runs. This value may be irrelevant in a different optimization context. For example, the best function value (minimum) or the median can be alternatively used. A similar optimization procedure could have been performed for any of these cases with the presented sequential approach. However, the optimal design presented in this study is only applicable for this specific optimization task (or experimental design). As in [26], the starting points have been initialized randomly in the range $[15, 30]^n$. 
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Fig. 4 Histogram and box plot. Left: Solid lines and light bars represent the improved design. Right: The default configuration is denoted as 1, whereas 2 denotes the improved variant. Top: Both plots indicate that the tuned inertia weight PSO version performs better than the default version. Bottom: No clear difference can be detected when comparing the default with the improved constriction factor PSO variant.

Table 7 Result table for the Rosenbrock function. Default designs from [26, 29, 32], as well as the improved design for all algorithms, for $k = 50$ runs, are reported.

<table>
<thead>
<tr>
<th>Design</th>
<th>Algorithm</th>
<th>Mean</th>
<th>Median</th>
<th>StD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_d^{(\text{Shi})}$</td>
<td>PSO (iner.)</td>
<td>$1.8383 \times 10^3$</td>
<td>592.1260</td>
<td>$3.0965 \times 10^3$</td>
<td>64.6365</td>
<td>18519</td>
</tr>
<tr>
<td>$a_d^*$</td>
<td>PSO (iner.)</td>
<td>39.7029</td>
<td>9.4443</td>
<td>55.3830</td>
<td>0.7866</td>
<td>254.1910</td>
</tr>
<tr>
<td>$a_d^{(\text{Clerc})}$</td>
<td>PSO (con.)</td>
<td>162.02</td>
<td>58.51</td>
<td>378.08</td>
<td>4.55</td>
<td>2.62 $\times 10^3$</td>
</tr>
<tr>
<td>$a_d^*$</td>
<td>PSO (con.)</td>
<td>116.91</td>
<td>37.65</td>
<td>165.90</td>
<td>0.83</td>
<td>647.91</td>
</tr>
<tr>
<td>$a_d^{(\text{Lagarias})}$</td>
<td>NMS</td>
<td>$9.0711 \times 10^3$</td>
<td>1.1419 $\times 10^3$</td>
<td>$2.5040 \times 10^4$</td>
<td>153.0480</td>
<td>154966</td>
</tr>
<tr>
<td>$a_d^*$</td>
<td>NMS</td>
<td>112.92</td>
<td>109.257</td>
<td>22.1279</td>
<td>79.7893</td>
<td>173.04</td>
</tr>
<tr>
<td>Quasi-Newton</td>
<td>$5.4550 \times 10^{-11}$</td>
<td>$5.7906 \times 10^{-11}$</td>
<td>$8.6231 \times 10^{-12}$</td>
<td>$1.6157 \times 10^{-11}$</td>
<td>$6.2028 \times 10^{-11}$</td>
<td></td>
</tr>
</tbody>
</table>

Hence, different sources of randomness are mixed in this example. The following studies will be based on deterministically generated starting points, as recommended in [42].
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Table 8: Default settings of the exogenous parameters of the NMS algorithm. This design is used in the MATLAB optimization toolbox [32].

<table>
<thead>
<tr>
<th>Factor</th>
<th>Symbol</th>
<th>Parameter</th>
<th>Range</th>
<th>Default Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_1$</td>
<td>$\rho$</td>
<td>reflection</td>
<td>$\gamma &gt; 0$</td>
<td>1.0</td>
</tr>
<tr>
<td>$z_2$</td>
<td>$\chi$</td>
<td>expansion</td>
<td>$\chi &gt; \max{1, \rho}$</td>
<td>2.0</td>
</tr>
<tr>
<td>$z_3$</td>
<td>$\gamma$</td>
<td>contraction</td>
<td>$0 &lt; \gamma &lt; 1$</td>
<td>0.5</td>
</tr>
<tr>
<td>$z_4$</td>
<td>$\sigma$</td>
<td>shrinkage</td>
<td>$0 &lt; \sigma &lt; 1$</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 9: PSO constriction factor: Algorithm design. The variables $s$, $\chi$, $\varphi$, and $v_{\max}$ have been defined in Table 2. $a_d^{(l)}$ and $a_d^{(u)}$ denote the ranges of the LHD, $a_d^*$ is the improved design and $a_d^{\text{Clerc}}$ is the design suggested in [29].

<table>
<thead>
<tr>
<th></th>
<th>$s$</th>
<th>$\chi$</th>
<th>$\varphi$</th>
<th>$v_{\max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_d^{(l)}$</td>
<td>105</td>
<td>0.68</td>
<td>3.0</td>
<td>10</td>
</tr>
<tr>
<td>$a_d^{(u)}$</td>
<td>100</td>
<td>0.8</td>
<td>4.5</td>
<td>750</td>
</tr>
<tr>
<td>$a_d^*$</td>
<td>17</td>
<td>0.759</td>
<td>3.205</td>
<td>324.438</td>
</tr>
<tr>
<td>$a_d^{\text{Clerc}}$</td>
<td>20</td>
<td>0.729</td>
<td>4.1</td>
<td>100</td>
</tr>
</tbody>
</table>

4.2 Optimizing the PSO constriction factor variant

The design of the PSO constriction factor variant was tuned in a similar manner as the inertia weight variant. The initial LHD is reported in Table 9, where $a_d^{(l)}$ and $a_d^{(u)}$ denote the lower and upper bounds of the region of interest, respectively, $a_d^*$ is the improved design that was found by the sequential procedure, and $a_d^{\text{Clerc}}$ is the default design recommended in [29]. As can be seen from the numerical results reported in Table 7, and the corresponding graphical representations (histograms and boxplots) in Fig. 4, there is no significant difference between the performance of the tuned $a_d^*$ and $a_d^{\text{Clerc}}$ [29].

4.3 Optimizing the Nonlinear Simplex Algorithm

In the NMS algorithm, 4 parameters must be specified, namely the coefficients of reflection, $\rho$, expansion, $\chi$, contraction, $\gamma$, and shrinkage, $\sigma$. Default settings are reported in Table 8. Figure 5 depicts two interesting results from the tuning of the NMS algorithm. The value of the reflection parameter, $\rho$, should be smaller than 1.5 (left). As can be seen in the right part of Fig. 5, there exists a relatively small local optimum regarding $\chi$ (expansion parameter) and $\psi$ (contraction parameter), respectively.

4.4 Synopsis

In addition to the optimization algorithms analyzed so far, the performance of a Quasi–Newton method was analyzed. An implementation from the commercial MATLAB optimization toolbox was used in the experiments. Quasi–Newton clearly outperformed the rest algorithms, as can be seen from the results in Table 7. A comparison of the RLDs of the three algorithms are reported shown in Fig. 6. The results support the claim that PSO performs better than the NMS algorithm. Only the tuned version of the latter was able to complete 20% of the experiments with success. Regarding the two PSO variants, it is not obvious which one performs better. After the tuning process, the inertia weight variant appears to be better, but it requires the specification of seven (compared to only four in the constriction factor variant) exogenous parameters. However, the Rosenbrock function is mostly of academic interest, since it lacks many features of a real world optimization problem.
Fig. 5 NMS simplex algorithm. Left: Predicted values. Function values (fitness) as a function of $\sigma$ and $\rho$. The figure suggests that the value of $\rho$ should be decreased. Right: Predicted values. A local optimum can be detected.

Fig. 6 Run length distribution. Step (S-11), the final comparison of the canonical and the improved design based on RLDs. Asterisks denote improved configurations. The improved inertia weight version of PSO succeeded in more than 80% of the experiments with less than 2500 function evaluations. The standard NMS algorithm failed completely, but it was able with an improved design to succeed in 10% of the runs after 2500 function evaluations. For a given budget of 1500 function evaluations, both the constriction factor and the improved inertia weight PSO variants perform equally well.

5 Results for the Real World Optimization Problem

5.1 The Elevator Group Controller Problem

The construction of elevators for high-rise buildings is a challenging task. Today’s urban life cannot be imagined without elevators. The elevator group controller is a central part of an elevator system. It assigns elevator cars to service calls in real-time, while optimizing the overall service quality, the traffic throughput, and/or the energy consumption. The Elevator Supervisory Group Control (ESGC) problem can be classified as a combinatorial optimization problem [52–54]. It exhibits the same complex behavior as many other stochastic traffic control
problems, such as materials handling systems with Automated Guided Vehicles (AGVs). Due to many difficulties in analysis, design, simulation, and control, the elevator optimization problem has been studied for a long time. First approaches were mainly based on analytical methods derived from queuing theory. However, today, Computational Intelligence (CI) methods and other heuristics are accepted as state of the art [1, 55].

The elevator group controller determines the floors where the elevator cars should go to. Since the group controller is responsible for the allocation of elevators to hall calls, a control strategy or policy, \( \pi \), to perform this task in an optimal manner is required. One important goal in designing a better controller is the minimization of the time that passengers have to wait until they can enter an elevator car after having requested service. This time–span is called the waiting time. The so–called service time includes, additionally, the time that a passenger remains in the elevator car.

During a day, different traffic patterns can be observed. For example, in office buildings, an “up–peak” traffic is observed in the morning, when people start working, and, symmetrically, a “down-peak” traffic is observed in the evening. Most of the day there is “balanced” traffic with much lower intensity than at peak times. “Lunchtime” traffic consists of two (often overlapping) phases where people first leave the building for lunch or head for a restaurant floor, and then get back to work [56]. The ESGC problem subsumes the following problem,

How to assign elevators to passengers in real–time, while optimizing different elevator configurations with respect to overall service quality, traffic throughput, energy consumption etc.

Fujitec, one of the world’s leading elevator manufacturers, developed a controller that uses a Neural Network (NN) and a set of fuzzy controllers. The weights on the output layer of the NN can be modified and optimized, thereby resulting in a more efficient controller.

The associated optimization problem is quite complex. Empirical investigations have shown that the distribution of local optima in the search space is unstructured, and there are flat plateaus of equal function values. Furthermore, function values are stochastically disturbed and dynamically changing because they are influenced by the non–deterministic behavior of customers in the building. Experiments have shown that gradient–based optimization techniques cannot be applied successfully on such problems. Therefore, direct search algorithms have been chosen [57].

Elevator group controllers and the related policies are usually incomparable. To enable comparability for benchmark tests, a simplified elevator group control model, called the S–ring model, was developed. This model

(a) enables fast and reproducible simulations,

(b) is applicable to different buildings and traffic patterns,

(c) is scalable and extensible, and,

(d) can be used as a test problem generator.

The approach presented here uses both the actual Fujitec’s simulator, which is depicted in Fig. 7 and has high accuracy but heavy computational cost, and the coarse (surrogate) S–ring model, which is depicted in Fig. 8 and is fast to solve, although less accurate. The proposed approach incorporates also Space Mapping (SM) techniques, which are used to iteratively update and optimize surrogate models [59], and the main goal is the computation of an improved solution with a minimal number of function evaluations.

Let \( i \) denote a site in an elevator system. Then, a 2–bit state, \( (s_i, c_i) \), is associated with it. The \( s_i \)–bit is set to 1 if a server is present on the \( i \)–th floor, or 0 otherwise. Correspondingly, the \( c_i \)–bit is set to 0 or 1 if there is no waiting passenger at site \( i \), or at least one waiting passenger, respectively. Figure 8 depicts a typical S–ring configuration. The state of the system at time \( t \) can be described by the vector,

\[
x(t) = \left( s_0(t), c_0(t), \ldots, s_{d-1}(t), c_{d-1}(t) \right) \in B^{2d},
\]

where \( B = \{0, 1\} \). The vector, \( x(t) = (0, 1, 0, 0, \ldots, 0, 1, 0, 0)^\top \), represents the state of the system that is shown in Fig. 8, i.e., there is a customer waiting on the first floor (\( c_0 = 1 \)), but no server present (\( s_0 = 0 \)) etc. A state transition table is used to model the dynamics of the system. The state evolution is sequential (S–ring stands for “sequential ring”), scanning the sites from \( d − 1 \) down to 0, and then again around from \( d − 1 \). The up and down
Fig. 7 Visualization of the dynamics in an elevator system. Fujitec’s elevator simulator representing the fine model. Six elevator cars are serving 15 floors. This model is computationally expensive and has a high accuracy [57].

Fig. 8 The S–ring as an elevator system. Three cars are serving 6 floors (or 10 sites). The sites are numbered from 0 to $d - 1$, and $f$ denotes the floor number. There are two sites (up and down) for each floor. This is a coarse (surrogate) model that is fast to solve, but less accurate. Results obtained from this model should be transferable to other systems [58].
elevator movements can be considered as a loop. This motivates the ring structure. At each time step, one of the floor queues is considered, where passengers may arrive with a specific probability. Consider the situation at the third site (the up direction on the third floor) in Fig. 8. Since a customer is waiting, and a server is present, the controller has to make a decision. The elevator car can either serve the customer (“take” decision) or it can ignore the customer (“pass” decision). The former decision would change the values of the corresponding bits of $x(t)$, from $(1,1)$ to $(0,1)$, while the latter from $(1,1)$ to $(1,0)$. The rules of operation of this model are very simple, thus, it is easily reproducible and suitable for benchmark testing. Despite the model’s simplicity, it is hard to find the optimal policy, $\pi^*$, even for a small $S$–ring. The true $\pi^*$ is not obvious, and its difference from heuristic suboptimal policies is non–trivial.

So far, the $S$–ring has been described as a simulation model. To use it as an optimization problem, it is equipped with an objective function. Consider the function that counts the sites with waiting customers at time $t$,

$$Q(t) = Q(x,t) = \sum_{i=0}^{d-1} c_i(t).$$

Then, the steady–state, time–average number of sites with waiting customers in queue is,

$$Q = \lim_{T \to \infty} \frac{\int_0^T Q(t)dt}{T} \text{ with probability } 1. \quad (13)$$

The basic optimal control problem is to find a policy, $\pi^*$, for a given $S$–ring configuration, such that the expected number, $Q$, of sites with waiting passengers that is the steady–state, time–average, as defined in Eq. (13), in the system is minimized, i.e.,

$$\pi^* = \arg \min_{\pi} Q(\pi). \quad (14)$$

A $2d$–dimensional vector, $y \in \mathbb{R}^{2d}$, can be used to represent the policy. Let, $\theta : \mathbb{R} \to \mathcal{B}$, define the Heaviside function,

$$\theta(z) = \begin{cases} 0, & z < 0 \\ 1, & z \geq 0 \end{cases}, \quad (15)$$

$x = x(t)$ be the state at time $t$ as defined by Eq. (12), and $y \in \mathbb{R}^{2d}$ be a weight vector. A linear discriminator, or perceptron,

$$\pi(x, y) = \theta \left( \langle x, y \rangle \right), \quad (16)$$

can be used to model the decision process in a compact manner, where,

$$\langle x, y \rangle = \sum_i x_i y_i.$$ 

For a given vector, $y$, that represents the policy, and a given vector, $x$, that represents the state of the system, a “take” decision occurs if $\pi(x, y) \geq 0$, otherwise the elevator will ignore the customer.

The most obvious heuristic policy is the greedy one, i.e., when given the choice, always serve the customer. The $2d$–dimensional vector, $y_0 = (1, 1, \ldots, 1)^T$, can be used to represent the greedy policy. This vector guarantees that the result in Eq. (16) equals 1, which is interpreted as a “take” decision. Rather counter–intuitively, this policy is not optimal, except in the case of heavy traffic. This means that a good policy must bypass some customers occasionally to prevent a phenomenon that is known as “bunching”, which occurs in elevator systems when nearly all elevator cars are positioned in close proximity to one other.

The perceptron $S$–ring problem can serve as a benchmark problem for many optimization algorithms, since it relies on a fitness function, which maps $\mathbb{R}^{2d}$ to $\mathbb{R}$ [58, 60]. In general, $\pi$ can be realized as a look–up table of the system state, $x$, and $\pi^*$ is found by enumerating all possible $\pi$ and selecting the one with the lowest value of the function $Q$. Since this count grows exponentially with $d$, the enumerative approach would not work for any but the smallest cases.
Table 10 Results for optimization of the S–ring model. Default designs (reported in [26, 29, 32]) and improved designs, for $k = 50$ repeats, are reported. The tuned inertia weight PSO variant is more robust than the default variant. It generates no outliers, as can be seen in the last column, but it was not able to find a better minimum.

<table>
<thead>
<tr>
<th>Design</th>
<th>Algorithm</th>
<th>Mean</th>
<th>Median</th>
<th>StD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{d}^{(Shi)}$</td>
<td>PSO (iner.)</td>
<td>2.6152</td>
<td>2.5726</td>
<td>0.4946</td>
<td>2.4083</td>
<td>5.9988</td>
</tr>
<tr>
<td>$a_{d}$</td>
<td>PSO (iner.)</td>
<td>2.5171</td>
<td>2.5112</td>
<td>0.0754</td>
<td>2.4127</td>
<td>2.6454</td>
</tr>
<tr>
<td>$a_{d}^{(Clerc)}$</td>
<td>PSO (con.)</td>
<td>4.1743</td>
<td>2.6252</td>
<td>1.7021</td>
<td>2.5130</td>
<td>5.9999</td>
</tr>
<tr>
<td>$a_{d}^{(Lagarias)}$</td>
<td>PSO (con..)</td>
<td>4.1707</td>
<td>2.6253</td>
<td>1.7055</td>
<td>2.5164</td>
<td>5.9999</td>
</tr>
<tr>
<td></td>
<td>NMS</td>
<td>4.3112</td>
<td>4.3126</td>
<td>1.7059</td>
<td>2.6200</td>
<td>5.9999</td>
</tr>
</tbody>
</table>

5.2 Experimental Results for the S–ring Model

The Rosenbrock function that was considered in the previous sections, was chosen to provide a comprehensible introduction to the sequential DACE approach. In the following, we will present a more realistic approach. The optimization practitioner can choose among different programs, e.g., different solvers from commercial software packages or open source optimization tools that can be downloaded from the Internet and their source codes can be modified. We will compare the performance of PSO (based on the open source implementation from the PSO TOOLBOX), with the NMS algorithm, and a Quasi–Newton method. The S–ring simulator was selected to define a 12–dimensional optimization problem with noisy function values. The number of function evaluations was limited to 1000 for each optimization run. This value appears to be realistic for real–world applications.

Similarly to the analysis for the Rosenbrock function, the constriction factor and inertia weight variant of PSO were analyzed. The former requires only 4 exogenous strategy parameters, whereas 7 parameters have to be specified for the latter. Optimizing the PSO inertia weight variant improved the algorithm’s robustness as reported in Table 10. The average function value decreased from 2.61 to 2.51, which is a significant difference. However, it is very important to note that the minimum function value could not be improved, but increased slightly from 2.4083 to 2.4127. The tuning procedure was able to find an algorithm design that prevents outliers and produces robust solutions at the cost of an aggressive exploratory behavior. However, an increased probability of finding a solution that has a minimum function value could have been specified as an optimization goal, resulting in a different “optimal” design.

Although the function values look slightly better, the tuning process produced no significant improvement for the rest of the algorithms. The constriction factor PSO variant, as well as the NMS algorithm and the Quasi–Newton method were not able to escape from local optima. In contrast to the Rosenbrock function, many real world optimization problems have many local minima on flat plateaus. The distribution of local optima in the search space is unstructured. Therefore these algorithms were unable to escape plateaus of equal fitness. This behavior occurred independently from the parameterization of their exogenous strategy parameters. The inertia weight PSO variant that required the determination of 7 exogenous strategy parameters, outperformed the rest algorithms in this comparison. Whether this improved result was caused by the scaling property of the inertia weight is subject to further investigation.

6 Conclusions

Comparisons of two PSO variants, NMS and a Quasi–Newton algorithm, on the classical Rosenbrock function and a highly complex and noisy real world optimization problem, were presented. The proposed sequential approach provide effective and efficient means to improve the algorithms’ performance, significantly, supporting the claim that it is a useful tool to support the experimenter in the selection process of a suitable algorithm. To give a comprehensive presentation, only the mean fitness values were considered. Different results may occur, if different goals are of interest.
Experimental results indicate that there is no generic algorithm that works equally well on any given problem. Even different instances of one problem may require different algorithms, or at least different parameterizations of the employed algorithms. None of the algorithms has proved in our study to be satisfying for every problem. The Quasi–Newton method, as expected, outperformed the other algorithms on the Rosenbrock function, but it failed completely on the elevator optimization problem, where the inertia weight PSO variant, which requires twice as many parameters as the constriction factor variant, performed best. A drawback of the proposed approach, which is common to all statistical methods in this field, is the determination of a good initial design. Future research will include work towards this direction.
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